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Abstract. We have developed a new method to determine the
physical properties and the local circumstances of dust shells
surrounding Carbon- and Oxygen-rich stars for a given pulsa-
tion phase. The observed mid-IR dust emission feature(s), in
conjunction withIRAS BB photometry and coeval optical and
near-IR BB photometry, are modelled from radiative transport
calculations through the dust shell using a grid of detailed syn-
thetic model input spectra for M-S-C giants. From its application
to the optical Carbon Mira R For we find that the temperature
of the inner shell boundary exceeds 1000 K, ranging between
1200 K and 1400 K. The optical depth of the shell at 11.3µm
is determined atτ11 µm=0.105 withTeff=3200±200 K for the
central star in the considered phase of variability. By-products
of the analysis are the shell composition of 90% amorphous car-
bon and only 10% SiC grains with rather small average radii of
0.05±0.02µm. The dust density distribution assumes a power
law of r−2 for a steady-state wind with a geometrical thickness
ranging between104 and5 104 times the inner boundary shell
radius and with a high gas mass-loss rate of 3–410−6 M� y−1

derived by radiation pressure onto the dust. We show that the
optical and near-IR light curves are strongly affected by small
changes ofTeff and of the shell optical depth with pulsation.
A comparison of high resolution optical spectra of R For and
medium/low resolution spectra of other carbon stars with the
selected model input spectrum is also provided.
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1. Introduction

The presence of grain shells around C- and O-rich stars is stud-
ied already for several decades, and early spectroscopic and
photometric detections of excess emission from optically thin
circumstellar dust near these evolved variables date back to the
late 1960 s (Treffers & Cohen 1974). These spectral ‘features’,
often observed for instance at 11.3µm, are attributed to silicon-
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carbide (SiC) grains around stars with carbon-rich atmospheres,
whereas a feature seen near 9.7µm is ascribed to silicate grains
in the environments of O-rich stars. Low resolution spectra of
Asymptotic Giant Branch (AGB) stars observed byIRAS in
the mid-1980 s enabled a classification of these features (Little-
Marenin & Little 1988) and to attempt the modelling of their for-
mation conditions. To that end various sophisticated numerical
codes have been developed since. A brief review of their gradual
improvements over the years and a performance comparison of
three modern codes was discussed by Ivezić et al. (1997), cur-
rently including direct solutions for the pure scattering problem
in their publicly availableDusty code. Their method is based
on exact solutions of a self-consistent equation for the radia-
tive energy density, including dust scattering, absorption and
emission in spherical shell geometry (Ivezić et al. 1996). From
an application toIRAS Low Resolution Spectrograph (LRS)
spectra and colours of late-type stars they computed mass-loss
rates by radiatively-driven outflows which are in agreement with
other methods within a factor of two, and emphasised that the
SiC (and silicate) features are formed at the inner parts of the
dust envelopes for SiC abundances below 20%-30% in mixtures
with amorphous carbon (Ivezić & Elitzur 1995). Bagnulo et al.
(1998) have modelled the SED of 12 carbon stars with optically
thin dust shells from optical, near-IR andIRASbroadband (BB)
photometry andUKIRTmid-IR spectro-photometry of the dust
emission. They applied an adapted radiative transfer code origi-
nally due to Haisch (1979), however without the self-consistent
coupling with the equation of motion as incorporated inDusty
(Netzer & Elitzur 1993). Nevertheless, all the dust- and SED-
modelling available to date from these numerical codes, which
do account for this coupling, is based on an assumption of a
blackbody distribution of the stellar radiation. For these cool
atmospheres strong flux differences between the stellar contin-
uum and the emerging atmospherical flux occur from molecular
opacity sources (H, C, N, O compounds). These differences of
the flux distribution from the central star, after being repro-
cessed through the dust shell, strongly affect the resulting SED
from which the shell properties are to be derived. Therefore we
presently determine the shell conditions for one target C-star, R
Fornacis, using a grid of available synthetic input spectra to the
Dusty code.
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Fig. 1.The high-resolution spectrum of R For (C4) (thin line) strongly
matches a medium-resolution spectrum of HD 223392 (C3) (bold line),
indicatingTeff ≥ 3000 K

2. R Fornacis (AFGL 337)

From a study of mid-IR light curves Le Bertre (1992) observed a
decreasing amplitude of variations with wavelength from about
1m.26 in theJ band to0m.57 in theN filter, further levelling
off to 0m.32 in Q0. Barth̀es et al. (1996) studied light curves
of this long period variable (P=388 d.) and found decreasing
amplitudes of the Fourier components from the visible to the
near-IR and proposed a modulation of the light curves by the
dust shell. Its average visual magnitudes at minimum and maxi-
mum brightness are8m.9 and12m.2, with occasionally extreme
values of7m.5 and13m.0.

Earlier studies of R For by Feast et al. (1984) and by Le
Bertre (1988) showed that an increased obscuration could result
from condensation of grains in the inner portion of a circum-
stellar dust shell. In a study of 23 carbon-rich stars Le Bertre
(1997) modelled the SED of R For fromIRASBB photometry
and coeval optical and near-IR BB photometry. He adopted a
blackbody temperature for the central star of 2600 K and ob-
tained good fits to theIRASphotometry, but which clearly over-
estimated the optical photometry.

R For displays a rather weak SiC emission feature at 11.3µm
as observed byIRAS(’83) and by Speck et al. (1997) atUKIRTin
’93. OurUKIRTspectrum between 16 and 24µm was obtained
on Aug. 22 ’95 and the opticalBVRI photometry atSAAOon
Sept. 25 ’95. The near-IRJHKL′ photometry was obtained at
CST(Tenerife) in early Sept. ’95 (JD 2449967). For our accurate
modelling of the SED and the dust emission feature we com-
bine this data with anotherUKIRT spectrum taken between 8
and 13µm and obtained in July ’95. The difference of absolute
flux at 11µm between these three spectra is outside the calibra-
tion errors and within the amplitude changes in theN filter (see
further Sect. 3.2). These continuum humps show however no ap-
preciable changes of shape with respect to the local background
level. Changes in the shapes of silicate features of late-type stars
have only recently been investigated and are proposed to result
from varying optical dust properties with stellar pulsation. Like-

wise, several objects like V Hya and CIT 6, having rather weak
dust emission features, display no apparent changes in shape
with changing intensity (Monnier et al. 1998).

In Sect. 3 we describe the new modelling method of the SED
of R For by means of the optical and near-IR BB photometric
data of Sept. ’95, together with the dust emission spectra ob-
served in Jul.-Aug. ’95. The SED variability during this phase
is discussed in Sect. 4 using BB photometric data observed by
Whitelock et al. (1997) between Aug. ’95 and Jan. ’96. This pe-
riod follows a particular deep minimum about 1100 days earlier
with clearly redder colours. Whitelock (1997) suggested RCB-
type fadings, possibly linked with dust formation events. They
however stress that there is no clear sign of periodicity in the ob-
scuration events of R For and that the pre-whitened (removing
the dominant period from the data) light curves arenotperiodic.

3. Modelling results

3.1. Selection of the atmospherical model

The input model to theDusty code was selected from a grid of
cool giant atmospherical models with2200 K ≤ Teff ≤ 3800 K,
−1.0 ≤ log(g) ≤ 0.5, 0.27≤ C/O ≤ 1.02 (by number) for
L∗=10000L�, which was released by Allard et al. (1995). The
resolution up to 2.5µm is 2Å and 5Å up to 5µm. The resolu-
tion then lowers to 0.1µm up to 15µm and is only 0.5–1µm
up to 90µm. The models include opacities from important di-
atomic absorbers like CO,C2, C3, CN, CH, NH, MgH, butalso
compounds like HCN,C2H2, TiO, SiO, SiH. For a description
of the equation of state and the radiative transfer in spherical
geometry and hydrostatic equilibrium with thePhoenix code
see Hauschildt et al. (1997) and Allard & Hauschildt (1995).

R For has been classified as C4,3e, but this information is
insufficient to determine its atmospherical parameters, since the
problem of spectral classification of C stars is to be considered
still open. For instance, Alksne & Ikaunieks (1981, and refer-
ences therein) giveTeff values of 4500 K for subclass C0 which
fall to 3000 K for subclass C5. By contrast, Cohen (1979) gives
2900 K for a C4 star. In order to estimate the stellar parame-
ters of R For, we have used high-resolution spectra offered in
Barnbaum (1994). These echelle spectra only provide relative
fluxes and can therefore not easily be compared with the abso-
lute fluxes of the model spectra over a broad wavelength range.
However, a comparison with a medium-resolution spectrum of
another carbon star HD 223392 (C3,2), kindly provided by Dr.
Andrews (1998, priv. comm.), and a low-resolution spectrum
of HD 223392 obtained by Barnbaum et al. (1996) reveals that
the model parameters of both stars are similar. It can be seen
in Fig. 1 that the relative fluxes of HD 223392, resulting from
strong atomic line blending (overlaid with vibration-rotational
transitions ofC2 and CN), strongly match the high-resolution
spectrum of R For, in which the individual atomic line cores are
resolved.

We have then compared the strength of the broad molec-
ular Swan12C2 bands (band heads shown in Fig. 2 at 4737Å
and 5165̊A) of HD 223392 with the grid of models having a
carbon-to-oxygen ratio of 1.02 (and C, N, O number fractions



468 A. Lobel et al.: Modelling the SED and variability of R Fornacis

Fig. 2. The relative strength of the Swan12C2 bands in HD 223392
(bold line shifted upwards) compare best with these strengths in the
synthetic input spectrum withTeff=3200 K and log(g)=0.0 (thin drawn
line)

of resp.6.8767 10−4, 8.4874 10−5 and6.7418 10−4, where the
C abundance relative to the Sun is increased by a factor of 2.13).
These bands attain maximum strength in C5–6 stars and decline
rather sharply thereafter.

By means of a least-square technique we found that the best-
fit to the observations is given by the model withTeff = 3200 K
and log(g)=0.0. We emphasize that the determination of these
parameters results from finding a best fit to the overall observed
SED and the flux at11.3 µm. We found that adopting model
atmospheres with lowerTeff as input to theDusty code could
not reproduce the shape of the overall observed SED and the
flux at the dust emission feature.

We have also checked that the NaD lines in the high-
resolution spectrum of R For are observed not to be intensity
saturated. In the carbon input model with lowTeff=2500 K the
doublet is strongly saturated and the model temperature has to
be increased to 3200 K in order to reduce the gas pressure and
the resulting damping widths. But caution is needed when com-
paring relative strengths of saturated spectral features in order
to check or estimate atmospheric parameters. This can be ob-
served in Fig. 3 where an absorption blend around 0.521µm in
the selected model appears too strong when compared with the
observed fluxes.

It should be noted that other authors have used lower values
of Teff in modelling the SED of R For (Teff=2500 K is commonly
adopted). This discrepancy is likely to be due to the difference
of applying an actual model spectrum or a blackbody for the
stellar input spectrum. It appears in Fig. 4 that the model atmo-
sphere withTeff = 3200 K peaks at longer wavelengths than its
corresponding blackbody. Since we find that this input model
reproduces the observed SED of R For, it follows that instead by
assuming a blackbody curve as model atmosphere, one is lead
to adopt a lower value for the effective temperature.

For synthetic spectra with log(g)=0.5 there are no dis-
cernible differences with the overall absorption spectrum for
log(g)=0.0, however there are minor differences in the optical

Fig. 3.The relative line intensities observed with medium resolution in
HD 223392 (bold line shifted upwards) compare best to the synthetic
model withTeff=3200 K, shown here in theC2 bandhead at 5165̊A
(thin line)

Fig. 4.The detailed input model spectrum (black) is smoothed by pre-
serving the broad molecular bands (white curve). Note the consider-
able flux differences with its continuum blackbody (T=3200 K, smooth
white curve) which strongly affects the SED when reprocessed by the
dust envelope

flux levels. In the long-wave tail the shape of the model spectra
follows the shape of the Planck function, although small differ-
ences with the continuum fluxes are present.

3.2. Overall method

We have adapted theDusty code by increasing the predeter-
mined wavelength grid of 98 to 468 wavelength points. As the
model input spectra are too detailed to perform the radiative
transfer within acceptable run times, the models are smoothed
with total flux conservation between 0.1 and 5µm (Fig. 4). This
smoothed spectrum is then sampled onto 400 wavelength points
in order to reassure that the broad molecular absorption bands
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Fig. 5. The model spectrum (bold curve) is reprocessed byDusty
and shown for 5 increasing optical depths of the dust shell;τ11 =
0.01, 0.05, 0.105, 0.15 and 0.2 (thin curves upward). Asτ11 increases
the energy at shorter wavelengths is more reprocessed to the IR, result-
ing in stronger SiC emission at 11.3µm

are preserved in the spectrum. The spectral tail beyond 5µm
is sampled onto 68 points, but somewhat more refined between
9 and 12µm in order to model the shape of the dust emission
feature(s). Next we compute a grid of reprocessed smoothed
spectra for various shell parameters for a limited number of in-
put models. A set of 5 spectra reprocessed from the input model
with Teff=3200 K is shown in Fig. 5 for an optical thickness of
the dust shell ranging from 0.01 to 0.2. As the optical depth
increases the SiC feature at 11.3µm becomes more pronounced
and has higher intensity, whereas the optical flux levels decrease
and the molecular bands weaken. Convergence is achieved at
95% total flux conservation for all output spectra, with run times
ranging form 20 min. (on DEC Alpha) up to several hours for
τ11 ≥ 1.

Detailed output spectra are subsequently constructed as fol-
lows. The 468 reprocessed and corresponding input fluxes are
interpolated by cubic spline functions. Their ratio with respect
to the detailed model input spectrum then provides the detailed
output spectrum (Fig. 6). This opacity sampling technique al-
lows one to preserve the overall energy redistribution and scat-
tering by the CDS and its effect on the broadband filters. Note
that the reprocessed model spectrum shown here should not be
considered to represent detailed observed spectra as we expect
that the CDS also blurs the spectral lines. But in the current
approach we are mainly interested to account for the molecular
and atomic line blanketing after being reprocessed by the dusty
envelope. Doppler shifts of lines in the output spectrum due to
the envelope expansion are expected to assume as much as a
few angstroms and are hence negligible when compared to the
width of these broad pass-bands.

Thereafter the reprocessed spectra are convoluted with the
transmission functions in theUBV(RI)c, JHKL′MN andIRAS

Fig. 6. The stellar model spectrum is smoothed (upper bold line) and
reprocessed (lower bold line) at 468 wavelength points (boxes). The
detailed output spectrum (lower thin line) is computed from the ratio
of the cubic spline functions through these points with respect to the
detailed input spectrum (upper thin line). This technique preserves
the strong molecular and atomic line blanketing which affects the BB
photometry of these cool giants

Fig. 7. The detailed reprocessed spectra are convoluted with 11 trans-
mission functions of theUBV(RI)cJHKL’MN pass-bands (thin drawn
filter shapes are shown scaled) and the 4IRASfilters (bold shapes),
producing ‘synthetic’ BB photometry

12, 25, 60 and 100µm pass-bands (Fig. 7). TheB, J andH
bands are strongly affected byC2 and/or CN. This has profound
consequences when transforming magnitudes in absolute fluxes,
and also when comparing observations obtained in similar – but
not identical – photometric systems. For instance, our near-IR
observations taken atCSTappear to be not entirely consistent
with those obtained by Whitelock et al. (1997) atSAAOin the
same period (see further Table 2). This is fully explained by the
different transmission functions of the two photometric systems.
A convolution of our model SED with theJ band of theCST
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system (Alonso et al. 1994) and with theJ band of the Johnson
system (Landolt-B̈ornstein 1982) shows that the expected values
for J in the CSTsystem are about0m.33 lower than in the
Johnson system. Le Bertre (1997) noted that theK band is not
affected by CN and CO but alsoL′ is not affected byC2 and
HCN, and give therefore good estimates of the stellar continuum
of carbon stars.

A best model is then selected from the computed grid by a
least-squares method applied on the computed ‘synthetic’ BB
photometry and the observed BB photometry, in conjunction
with the best fit onto the observed dust emission feature. Note
that the optical and near-IR data were corrected for interstellar
extinction and theIRASphotometry for cirrus contamination as
discussed in Bagnulo et al. (1998). When assuming a luminosity
of 10000 L�, we compute from the observed bolometric flux of
3.8 10−7 erg s−1cm−2 a distance to R For of 0.93 kpc. The lat-
ter value is consistent with the observedHipparcos parallax,
which provides a distance in the range of 0.200–1.3 kpc. We then
calculate an interstellar extinction in theV band of0m.20 with
theAv equation of Milne & Aller (1980). Also Groenewegen et
al. (1998) estimated only0m.1 for l=215.8 and a high galactic
latitudeb=−68.1. Note that Whitelock et al. (1997) find values
as low as0m.01 from the Galactic extinction law by Feast et
al. (1990). Below we discuss in more detail more aspects of the
SED modelling.

3.3. Optical depth

In the case of R For we find that the optical depth (considered
here at a reference wavelength of 11.3µm) of the dust shell can-
not be constrained from a best fit onto the absolute flux of the
dust emission feature alone. This results from the rather small
dust optical depth and therefore a ‘best’ fit for a givenτ11 and
Teff value can always be obtained when both parameters are
altered oppositely over a confined range. This is because for
limited changes ofTeff the slope of the output spectrum hardly
changes in the 8 to 24µm window.τ11 andTeff can therefore
only be fixed by considering the entire SED together with the
intensity of the dust emission. In Fig. 8 it is shown that the shell
optical depth is strongly constrained by the optical data. Slight
variations in the dust opacity (or column density) strongly affect
the emerging optical fluxes. A comparison between the repro-
cessed flux distribution and the observations strongly fixesτ11
at 0.105 (orτ1 =1.91 at 1µm) and theTeff of the input model
around 3200±200 K. The spectral shape derived from a model
with Teff=2500 K could not be reconciled with the observed
SED and flux at 11.3µm. We point out clearly here that excel-
lent fits to the SiC feature can be obtained from input blackbody
distributions for example as low asTeff=2200 K andτ11=0.057
when omitting the modelling of the entire SED (see Fig. 9). The
flux differences between the blackbody and the actual atmo-
spherical model, in particular at the shorter wavelengths, result
in considerably different flux levels when reprocessed by the
dust shell as the bolometric flux must remain conserved.

The determination of the shell composition for R For is in-
dependent of the multi-dimensional parameter search problem.

Fig. 8. The parameters of the dust shell are determined by a least-
squares search on the synthetic and observed BB data of R For (open
circles), in conjunction with a best fit onto the dust emission feature. A
best fit is obtained forτ11=0.105 (bold solid curve), which is strongly
constrained by the fit to the optical BB data. The other curves are
computed forτ11=0.01 (long dashed), 0.05 (short-dash dotted), 0.15
(short dashed) and 0.2 (long-dash dotted)

Since the dust shell is rather optically thin, the shape of the SiC
feature and its intensity against the background is practically
independent of the optical depth, as is shown in Fig. 9. If the
shell were optically thicker and a change ofτ11 would strongly
influence the shape of the feature, the parameter search would
become much more involved, and possibly under-defined. We
obtain a best fit to the dust emission feature for only 10±5%
SiC grains and 90±5% amorphous carbon (amC) (Fig. 9 lower
panel). The optical properties ofα-SiC and the amC background
are respectively taken from Pégouríe (1988) and Hanner (1988)
(see also Zubko et al. 1996 or Rouleau & Martin 1991), and
were supplied toDusty after interpolating them for our ex-
tended grid of 468 wavelength points.

3.4. Dust density

The dust density distribution can only be constrained from the
SED beyond 10µm since the matter distribution mainly deter-
mines the slope of the redistributed energy by dust emission. We
obtain best fits to theIRASdata for a simpler−2 distribution
for a uniform dust flow velocity, whereas a flat distribution of
r−1.5 is clearly not suitable (Fig. 10). We show that a slightly
steeper law ofr−2.1 neither matches the 60µm and 100µm
fluxes. This result is significant because we compute for the
r−2 law that the slope is insensitive to the geometrical shell
thickness when increased from104 to 5 104 times the radius
of the inner shell boundary (Rc). A distribution steeper than
unity does not require a cut-off as discussed by Ivezić & Elitzur
(1997). The tenuous cold dust tail contributes only slightly to
the far-IR fluxes, but when the shell thickness is reduced to a
1000 timesRc, removing the cooler outer dust envelope, the
synthetic 60µm and 100µm fluxes drop to below the observed
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Fig. 9. Upper panel: UKIRTspectro-photometry of the SiC feature of
R For obtained in Jul. ’95 (lower dots) and in ’93 (upper dots). The
latter matches the intensity of theIRASLRS spectrum of ’83 (open
circles). The reprocessed flux derived forτ11=0.105 (boxed bold line)
matches the intensity of the dust emission in ’95, together with the
coeval optical and near-IR BB photometry of Fig. 8. The model input
spectrum withTeff=3200 K is shown by the lower bold boxed line with
the corresponding blackbody drawn by the solid bold line. The dotted
line fits the spectrum of ’95 as well, but was computed with a blackbody
input model of only 2200 K, without considering the fit to the entire
SED. The latter procedure would result in false values forTeff andτ11.
Lower panel:The shell composition is determined from the shape of
the SiC emission, which is best fitted for a mixture of 10% SiC and
90% amorphous carbon. The boxed curves are fits given for mixtures
ranging from 0% to 20% SiC

values. Le Bertre (1997) proposed an improved density law for
R For as was approximated by Schutte & Tielens (1989) from
dynamical models of Tielens (1983). We found it hard to assess
considerable improvement by the latter distribution over the
r−2-law. These differences are most likely rooted in the higher
Teff required for our detailed modelling of the SED of Sept.
’95. It should be noted that such smooth density power-laws are
clearly unable to model the flux observed by us at 800µm with
JCMT in Dec. ’94 (Bagnulo 1996). Perhaps these sub-mm ex-
cess fluxes are related to a-spherical accumulations of cold dust
by carbon-rich grain ejection in a preferred direction, possibly
from the equator (i.e. forming an equatorial dust torus), as dis-
cussed by Whitelock et al. (1997). They compute a distance of
593 pc (or at least half this value) from the Galactic plane which
is too large a distance in order to explain the sub-mm excess by
emission from IS dust in equilibrium with the IS radiation field.
Note further that Le Bertre et al. (1995) have also suggested
possible contributions of circumstellar molecular emission to
the sub-mm fluxes in the carbon-rich variable GL 3068, after
Avery et al. (1992) who estimate these contributions to 70% at

Fig. 10. The dust density distribution is strongly constrained tor−2

by the slope of theIRASdata (open circles). The synthetic BB pho-
tometry derived for slightly steeper or flatter power laws does not fit.
An increase of the geometrical shell thickness to5 104 Rc preserves
the observed slope (upper dashed line), whereas a decrease to1000 Rc

underestimates the slope (dash dotted line). The solid boxed line gives
the reprocessed spectrum forr−2 and104 Rc, but fails to model the
excess observed at 800µm (see text)

850µm for another well-studied carbon star IRC+10216. How-
ever, an investigation of the excess flux beyond 100µm of R
For and other C-stars is outside the scope of our present mod-
elling method which focuses here on the properties near the dust
condensation/destruction radiusRc.

3.5. Dust condensation temperature

The dust condensation temperatureTc (assuming identical for
amC and SiC) can be fixed from the absoluteIRASfluxes and
the mid-IR dust emission fluxes. In Fig. 11 it is shown that an
increase ofTc from 800 K to 1400 K does not affect the descend-
ing slope in the IR. Although the determination of this parameter
interferes with variations ofTeff at these long wavelengths, its
value can strongly be constrained from the least-squares method
becauseTeff is strongly constrained by the shape of the entire
SED. And asτ11 is strongly fixed by the optical data, the value
of Tc can accurately be determined because it does not affect
the optical fluxes. We find a best fit to the 11.3µm feature for
1300±100 K. The difference with theTc of about 1000 K ob-
tained in Le Bertre (1997) can therefore be attributed to our
higherTeff value and the different flux distribution of our input
model. Note further that theUKIRT spectrum of ’93 (and the
IRASLRS spectrum) can be well-fitted forTc=1000 K (Fig. 11
lower panel, upper open and filled circles), keeping all other pa-
rameters held fixed. However, we doubt that this change ofTc by
300 K properly reflects a possible physical change of the tem-
perature or density at the dust condensation radius because the
changes ofTeff and the related changes of the dust optical depth
with the stellar variability are not accounted for in the latter fit, as
coeval optical data is lacking. The high dust condensation tem-
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Fig. 11. Upper panel:The dust condensation temperature is strongly
constrained from theIRASdata (open circles) because the dust radiates
mainly at longer wavelengths.Lower panel:An accurate value forTc

ranging between 1200 K and 1300 K is derived from a best fit to the
dust emission feature of ’95 (lower dots) forτ11=0.105. Other dust
emission intensities are also shown by the boxed curves computed for
Tc=800 K, 1000 K and 1400 K

perature derived by us confirms the value of 1300 K obtained for
IRC+10216 by Danchi et al. (1990). In a recent study of prop-
erties of dust shells around carbon Mira variables Groenewegen
et al. (1998) also obtainedTc=1300 K for R For, although their
radiative transfer calculations just assume an input blackbody
of only 2300 K and the BB photometric data and mid-IR spec-
tra are not coeval. They compute values for SiC/amC of 0.04
andτ11.33=0.12, in fine agreement with our result of 10% SiC
andτ11=0.105. Our method however selects a synthetic stellar
model spectrum with considerably higherTeff=3200 K, whereas
their blackbody input distribution overestimates the optical BB
photometry, also found by Le Bertre (1997). As our synthetic
BB photometry accounts for the optical molecular opacities we
can further constrain the grain radius by accurate SED fits to
the shorter wavelengths.

3.6. Grain radius

The dust grain radius is chiefly constrained from the optical
data. In Fig. 12 we compute the SED for single grain radii with
0.01µm≤ a ≤ 0.2µm, treated as homogeneous spheres. A best
fit to theBVRIdata constrains their sizes between 0.05µm and
0.07µm and also properly fits the SiC feature (Fig. 12 lower
panel). As the grain radius is increased, more optical light is
absorbed and redistributed to the longer wavelengths. But for
grain radii larger than 2000̊A the scattering of stellar optical
radiation by the circumstellar dust cloud into the line of sight

Fig. 12.Upper panel:The grain radius is strongly constrained by the
optical BB data (open circles). A best fit is derived for single-grain
radii between 0.05µm (bold curve) and 0.07µm (short-dashed curve).
Scattering by the dust remains negligible fora ≤ 0.2 µm (long-dashed
curve) because R For is too faint toward shorter wavelengths. The other
curves are computed fora=0.01µm (long-dash dotted) and 0.1µm
(short-dash dotted).Lower panel:As the shell optical depth at 11.3µm
is rather small an increase of the grain radius from 0.01µm to 0.2µm
results in minor increases of the dust emission flux levels

increases strongly, particularly for larger optical depths which
sample the denser and hotter inner portion of the shell. How-
ever, for R For the dust scattering is rather small as the aver-
age grain size remains below 0.1µm and the central star is too
faint at shorter wavelengths. Further best-fit calculations with
grain size power-law distributions of the formn(a) ∝ a−q,
having sharp boundaries at 0.01µm ≤ a ≤ 0.25 µm, favour
rather highq values between 3.5 and 4.5. From this steep drop-
off in grain size we integrate that only 1.7 percent of the total
dust particle number may contain grains with radii larger than
0.05µm in the tenuous outer layers. This result confirms SED
modelling studies by Griffin (1990) and by Bagnulo et al. (1995)
for IRC+10216. Note that Jura et al. (1997) found that for amor-
phous carbon grains around this object about 1% of the mass
must contain particles that are larger than 0.05µm in radius in
order to explain the observed circumstellar polarisation.

4. Dynamic modelling

Measurements of the half width at zero intensity of the rotational
CO (J=1-0) millimetre emission lines give values ranging from
16 to 20km s−1 for the gas expansion velocity of the circum-
stellar envelope of R For, yielding an estimate for the gas mass
loss rate of 1.2 to3.4 10−6 M� y−1 (Olofsson et al. 1988, 1993;
Loup et al. 1993). Note that these values are likely to be sys-
tematically overestimated, as they are derived for optically thick
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Fig. 13.When including radiation pressure on the dust shell the com-
puted density profile (solid line with filled circles) matches anr−2-
law. Other power-laws are shown forr−1.5 andr−2.2. The gas out-
flow velocity increases from 8km s−1 at Rc to the terminal velocity
of 39km s−1, whereas the dust drift velocity increases from 42 to
57km s−1 (boxed curves)

shells (Knapp & Morris 1985, Loup et al. 1993), whereas the
circumstellar dust shell (CDS) of R For is rather optically thin.
The variable P-Cygni profiles of the Ki line at 7699Å and the
variable Hα emission displaying blue-shifts above 10km s−1

(Barnbaum & Morris 1993) may indicate variable mass-loss
rates from the stellar surface.

4.1. Mass-loss rate and terminal velocity

Gas mass-loss rates can be derived via dynamical modelling of
the SED. Three forces act on a dust grain in the CDS: the ra-
diation pressure, the gravitational pull of the star and the drag
force of the gas (Netzer & Elitzur 1993). When these forces
are included in the equation of motion and coupled to the ra-
diative transfer, the importance of radiation pressure on grains
driving the envelope expansion can be evaluated. In this ‘full dy-
namic’ calculation the dust density structure follows from the
momentum transfer between radiation and dust, whereas the
steady-wind solution of Sect. 3 requires an a priori knowledge
of the density profile which permits to neglect this transfer. As
the density profile is constrained by theIRASBB photometry
and adopts a gradient ofr−2, the other shell parameters are
well determined and applicable in the full dynamical treatment
whereTeff and the shell optical depth are varied with stellar
pulsation. The dust condensation temperature is fixed at 1300 K
anda is set to 0.05µm because multi-grain sizes result in a range
of dust drift velocities which we currently do not consider. In
Fig. 13 we show that the density gradient computed from these
parameters strongly matches ther−2 law as found before from
the steady-state fit.

In Table 1 we list the parameters of the models with the
same optical depth as those shown in Fig. 8. Columns 1–6 give
the stellar effective temperature, the optical depths at 11 and

Table 1. Gas mass-loss rate and terminal velocity computed by ra-
diation pressure on the dust envelope for the models of Fig. 8. The
parameters of the fits to the SED in the phase of maximum light of Jan.
’96 are also given

Teff τ11 τ1 Rc Ṁ V∞ M≤
∗

(K) 11µm 1µm (cm) (M� y−1) (km s−1) (M�)

Sept. ’95
3200 0.010 0.18 1.241014 0.5510−6 36.7 0.8
3200 0.057 1.05 1.321014 2.0210−6 40.4 1.5
3200 0.105 1.91 1.371014 3.0110−6 39.2 1.8
3200 0.153 2.78 1.421014 3.8610−6 36.4 1.9
3200 0.200 3.64 1.461014 4.6610−6 34.5 1.9

Jan. ’96
3200 0.070 1.27 1.331014 2.2810−6 41.3 1.6
3500 0.092 1.69 1.501014 3.0310−6 38.9 2.0

1µm, the dust condensation radius, the gas mass-loss rate, and
its terminal velocityV∞. Column 7 lists an upper value on the
stellar mass below which the effect of gravity is negligible and
the computed density profile remains independent ofM∗. The
values for gas mass-loss rate and velocity are derived for the
canonical gas-to-dust mass ratio ofrgd=200 and a dust grain
bulk density ofρs=2 g cm−3. The latter value has been com-
puted on the basis of an estimate ofρs=1.85 g cm−3 (Rouleau
& Martin 1991) for a mixture of 90% amC and of3.2 g cm−3

(Pégouríe 1988) for 10% SiC grains. Note that the computed
mass-loss rates scale with(rgdρs)1/2 and thus the outflow ve-
locity with (rgdρs)−1/2. The dust mass loss rate derived from
our best fit equals1.5 10−8 M� y−1, which is about three times
larger than the value estimated by Groenewegen et al. (1998)
of 5.1 10−9 M� y−1. This difference can only partially be as-
cribed to the different estimates of the stellar distance. We have
adopted a stellar luminosity of10000 L� for a distance of 0.93
kpc (Sect. 3.2), whereas Groenewegen et al. (1998) adopted
5790 L� and 0.64 kpc. For a steady-state wind without radi-
ation pressure, the dust mass-loss rate scales linearly with dis-
tance (Bagnulo et al. 1997), which can therefore not account for
this difference. We presume that it results from differences in
the overall applied method, in particular by the lowTeff=2300 K
they adopted.

In Fig. 13 we show that the dust drift velocityvdrift=vdust −
vgas increases to∼57km s−1 moving outward, resulting in a
relative decrease of the dust opacity. AtRc the radiative force
causes dust flow velocities up to 6 times larger than the local
gas velocity, levelling off to about a factor 2 in the outer dust
envelope. Note that Netzer & Elitzur (1993) foundvd values ex-
ceeding 100km s−1 in luminous carbon stars (when including
scattering) for grain sizes of∼0.5µm. We find for R For that
the radiation pressure on dust is by far sufficient to provide the
momentum which drags the gas along in order to model the CO
line width. This is however valid when only the stellar mass is
limited by'2M�, otherwise the role of mechanical momentum
sources has to be considered as well in order to overcome the
gravitational pull. When assuming that the star is surrounded by
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Table 2. Near-IR magnitudes on the raising branch of the light curve
of R For observed atSAAO(excerpt from Table 2 of Whitelock et al.
(1997)). The data of Sept. 6 was obtained by us atCSTand is presently
modelled in conjunction with coeval optical BB photometry and mid-
IR spectroscopy

date Jul. date J H K L
2440000+ (mag.)

Aug. 02 1995 9932.7 4.82 3.03 1.65 0.17
Aug. 18 1995 9948.6 4.84 3.03 1.65 0.22
Sept. 06 1995 9967.7 4.49 2.92 1.55 0.07 (L′)
Sept. 14 1995 9975.5 4.76 2.98 1.61 0.14
Oct. 10 1995 10001.5 4.68 2.90 1.54 0.14
Nov. 12 1995 10034.4 4.46 2.73 1.42 0.01
Dec. 05 1995 10057.3 4.14 2.47 1.23 -0.16
Jan. 05 1996 10088.3 3.81 2.20 1.02 -0.34
Jan. 28 1996 10111.3 3.66 2.05 0.92 -0.42

a spherical symmetric dust envelope we compute a distance to
the point of dust condensation ofRc=3.7 to 4.9 times the stellar
radius of about 400 to 500R�. The time-dependent hydrody-
namical treatment of levitation of LPV and Mira atmospheres
by pulsation in order to provide sufficient gas density beyond
Rc is discussed by i.e. Fleischer et al. (1992) or Bowen (1988).
We presently limit our modelling of R For to the effect of the
variable radiation field with stellar pulsation on the conditions
in the CDS as inferred from its variable SED.

4.2. SED variability in ’95

Whitelock et al. (1997) observed an increase of theJ , H, K
andL magnitude after Sept. 14 ’95 over a period of 136 days
as listed in Table 2. If we increaseTeff of the input model from
3200 K to 3700 K, forτ11=0.105 and keeping all other shell
parameters held fixed, we compute that the syntheticU , B,
V , R, I magnitudes increase by1m.65, 1m.21, 0m.89, 0m.56,
0m.30 resp., but the syntheticJ , H andK magnitudesdecrease
by 0m.03, 0m.19, 0m.11. These opposite changes are shown
in Fig. 14 for the smoothed input spectra and their reprocessed
SEDs in a magnitude scale. It results from the input spectra
crossing over near log(λ)=0.1µm which produces reduced flux
levels in the near-IR. As the optical and near-IR photometry are
observed to varyin phasewith decreasing amplitudes toward
longer wavelengths (but note also that small phase lags in the
light curves are observed), we conclude thatthe entire SED
variability cannot be modelled from changes ofTeff alone.

These opposite changes of the optical and the near-IR ampli-
tudes can be circumvented by changing the shell optical depth
in conjunction withTeff . In Fig. 8 we have shown that these
fluxes alterin phasewhenτ11 is varied between 0.01 and 0.2.
By loweringτ11 from 0.105 to 0.05 (at 3200 K) the dynamical
calculation yields an increase in the syntheticU magnitude of
3m.61, 2m.26 (B), 1m.73 (V ), 1m.27 (R), 0m.94 (I), 0m.49
(J), 0m.26 (H) and0m.03 in K. The mid- and far-IR ampli-
tudes however still decrease because the SEDs for variousτ11
cross-over between theK andL′ band.

Fig. 14.The input model spectra (bold curves) are reprocessed by the
CDS for Teff=3200 K (solid curves) in the variability phase of Sept.
’95 and for the phase of maximum light of Jan. ’96 withTeff=3500 K
(dash dotted curves) and 3700 K (dashed curves). The optical depth of
the CDS is fixed atτ11=0.105

The large amplitude observed inV strongly constrains the
range of both parameters by fitting the phase of maximum light
(JD 2450111, Table 2). A reliable estimate of4V (up to the
phase of maximum light) is obtained from the amplitude on
the raising branch observed by AAVSO three pulsation cycles
earlier (e.g. Battrick & Wapstra, eds., 1997 in TheHipparcos
Catalogue - Light Curves, HIP 011582). During this period from
JD 2448074 - JD 2448197 Whitelock et al. (1997) measured an
increase ofJ by 1m.21 which compares to the increase ofJ by
1m.16 they have observed during the 179 days from minimum to
maximum light during the phase we presently model. The good
coverage of the AAVSO light curve yields a4V of 2m.2, which
corresponds with an increase ofV by1m.6-1m.7 after our photo-
metric and spectroscopic observations of Sept. ’95. When inte-
grating the SED at the phase of maximum light (Jan. 28 ’96) we
derive for the observed bolometric flux6.1 10−7 ergs−1 cm−2.
It corresponds to an increase of the bolometric flux of about
60% since Sept. ’95 (withFbol=3.8 10−7 ergs−1 cm−2), re-
sulting from the changing stellar angular diameter and changes
of theTeff . Note that the SEDs in Fig. 14 are scaled according
to these observedFbol values for both phases.

In Fig. 15 we show that good fits to theV , J andH maxima
are derived for (Teff , τ11)=(3200, 0.07) or (3500, 0.09). We can
interpret this decrease of the optical depth of the CDS as being
caused by the raise ofTeff . In Table 1 we compute that an in-
crease of 300 K enlarges the dust condensation radiusRc from
1.371014 cm to 1.51014 cm and as dust then forms farther out
in the wind at lower density, the overall dust density of the shell
diminishes and hence its optical depth. However, we show in
Fig. 15 that the amplitudes observed in theK andL band cannot
be modelled together with the amplitudes observed at shorter
wavelengths by varyingτ and Teff . We find that changes of
the dust properties can neither account for this discrepancy. A
strong reduction of the grain radius toa=0.001µm increases
the optical fluxes but leaves theK andL′ magnitudes practi-
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cally invariable. An increase ofTc to the dust nucleation limit of
1500 K also produces changes which are rather marginal at these
wavelengths. The same follows from varying the dust compo-
sition, which is moreover unlikely as the weak SiC emission
of R For displays an invariable shape. We therefore think that
the failure of modelling theK andL amplitudes originates in
the time-independence of the smooth shell density structure we
presently consider in our models.

In a time-dependent hydrodynamic modelling Winters et al.
(1994) computed near-IR light curves of R For which match
the observed amplitudes. Their models reveal a multi-periodic
formation of new discrete dust layers around minimum light at
the inner dust envelope where grains can form at low tempera-
ture and grow by compression of pulsation density waves while
driven outward by radiation pressure. These models also ex-
plain the systematic drift in magnitude observed in these bands.
Detailed radiative transport calculations through an expanding
onion-like density structure of the CDS is outside the scope of
our present modelling from synthetic input spectra. However,
our assumption of an (average) radially monotonic decreasing
density profile shows already that the optical amplitudes and
J andH amplitudes are mainly affected by small changes of
Teff with pulsation and of the dust optical depth. When neglect-
ing the hydrodynamic contribution in the momentum equation
for the radiative driving of the outer dust envelope we compute
(Table 1) that the changes of the stellar input spectrum between
minimum and maximum light hardly affect the mass-loss rate
(4Ṁ ≤ 1%) and that the terminal velocity remains practically
constant (4V∞ ≤ 2 km s−1).

5. Conclusions

i. We have modelled the circumstellar environment of the no-
torious carbon Mira R For for a pulsation phase in Sept. ’95.
To this end we have developed a new modelling method which
accurately determines the conditions of the CDS and theTeff
of the central source. Therefore our method requires coeval BB
optical and near-IR photometry in conjunction with spectra of
mid-IR dust emission. This precise modelling of the observed
SED is achieved by means of detailed stellar model spectra
which are reprocessed through the dusty envelope and from
which we compute ‘synthetic’ BB photometry. TheTeff of the
input spectrum is therefore determined from a comparison with
observed optical spectra.

ii. Since our method properly accounts for molecular opacity
sources, the SED of R For at shorter wavelengths reveals that the
star hasTeff ' 3200 K and is surrounded by a rather optically
thin dust shell with a mean grain radius of 0.05µm and mainly
composed of ‘warm’ amorphous carbon and only 10% SiC with
Tc ' 1300 K. The density structure of the outer envelope as-
sumes ar−2 gradient by radiation pressure onto dust. When
M∗ ≤ 2 M� this pressure provides sufficient drag momentum
to model the observed envelope expansion velocity with a gas
mass-loss rate of 3–410−6 M� y−1.

iii. The modelling of the SED variability of R For shows that the
amplitudes of the optical and near-IR light curves are strongly

Fig. 15.Variability of the optical and near-IR SED of R For between
Sept. ’95 (open circles) and maximum light (boxes) of Table 1. The
best fit (bold line) to the SED of Sept. ’95 is obtained forTeff=3200 K
andτ11=0.105. The maximum phase is best fitted for (3200, 0.07) (thin
solid line) or (3500, 0.09) (dash-dotted line)

affected by changes ofTeff of only a few hundred degrees and
by subsequent small variations of the shell optical depth. The
near-IRK andL amplitudes can however not be modelled in
conjunction with the optical light curves by changes of these
model parameters or by changes of the dust properties. We con-
clude therefore that these fluxes may also be affected by density
variations with pulsation at the inner radius of the dust envelope.

We plan to model the SED variability ofo Cet (Mira) from
stellar input spectra with time-dependent hydrodynamic models
of density waves in the CDS. The newly presented method will
serve next to investigate possible changes of the dust properties
from the recently observed changes of the shape of the silicate
feature.
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